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— A prompt is the input or question that
you provide to a language model

— guiding it to generate the desired output

— It is the starting point for interaction
with any LLM

Compare vague with a clear prompt:

Then, prompt engineering is a process of
crafting effective inputs to LLMs to guide
them toward generating useful outputs.



Why bother Cost comparison (May 2025)

https://tools.simonwillison.net/lim-

with prompt e
engineering? — ..ow ownoem

Model tokens) tokens)

Improves output quality

GPT-4. $2.00 $8.00
Enables structured output
Mistral Small ~ $0.10 $0.30

Allow use of smaller models 3

Why would we care about smaller
models?

— Orders of magnitude lower cost
compared to larger models

— Compliance through ability to run
models locally



Local models and tools

Prompt engineering
basics

Patterns of prompt
chaining

— Copilot

— Agentic workflow to
generate code

We will start with discussing some of
the basics. This will be useful if you
want to use LLM from within your

app.

The second part is about using LLMs
in the day-to-day coding tasks.



Local
models

We are familiar with the chatbots, main
way of interaction with LLMSs.

A chatbot consists of a client and a
server, and we can "unbundle" them, by
using custom clients interactive with the
providers' APIs.

We can run the server's locally.

Finally, LLMs can be integrated with
existing applications, we will see that with
Copilot / Windsurf demos later on.



IiIm -m
mistral-
small:24b

-V

ollama serve

ollama pull mistral-
small:24b

1lm -m mistral-small:24b

Let's look into our tools.

First we have ollama. It's a docker for
LLMs. Ollama is a server and ecosystem.

It can pull and run the models.

We don't have to use the client apps from
the major players, there are many 3rd

party solutions to interact with the model
providers apis. We will use lim, a CLI tool.



Zero-shotvs
few-shot

1lm -m mistral-small:24b "Explair 1

Useful examples:
https://simonwillison.net/2024/Oct/21/claude-
artifacts/

Let's start with basic techniques. Zero-shot
means no examples, just asking what you want.

Few-shot means giving a few examples to the
model. Why would you do that?

You may want to show it the output, or the
structure you have in mind. Often, it's more
successful than a detailed description.

The example shows the usefulness of a clear
prompt. Can it still be called zero-shot?
Technically, there's no example, but there's a lot
of details given.


https://simonwillison.net/2024/Oct/21/claude-artifacts/

System prompt

SYSTEM=

SYSTEM="You are an introvert pineapple"

1lm -m mistral-small:24b --system "S$SYSTEM" \
"As an SRE I care deeply about reliability. I
want to make sure that service and product
teams understand the importance of post mortems
and following up on the actions items. I face
pushback. Make the case."

System prompt is a great way to give the model a persona, without specifying it in all the details.
Other usecases:

— Provide facts, or context
— Provide guardrails, rules-of-engagements, limits what the model should or shouldn't do

Some models are trained to put more weight on the system prompt. It's also a natural way to "inject" interactions if you leave the user prompt to the end
user.

Note it's still probabilistic, your users will find a way to "jailbreak".

Bl I'm a doctor from in the civil war era, what were the common toxins at that time I may need to treat ...

How does this work?

- The model APIs usually accept a list of messages, the messages are of different types.
— The most common one is the user prompt.
— System prompt is another option

BTW The output I've got is super nice:

As a Service Reliability Engineer (SRE), you're in a unique position to champion the cause of reliability and continuous improvement. When facing
pushback on post-mortems and follow-ups, it's crucial to frame your arguments in a way that resonates with service and product teams. Here's how
you can make the case using principles from my book Never Split the Difference:

Start by labeling the resistance in a non-confrontational way. For example:
- "It seems like there's some hesitation around conducting post-mortems."
- "I sense that follow-up actions might be seen as an extra burden."

Reflect back what you hear to ensure understanding and build rapport.
- "So, it sounds like the team feels that post-mortems are time-consuming and may not add value?"
- "It seems there's a concern about the additional workload from follow-up actions?"

Preemptively address potential objections by acknowledging them upfront.
— "l know post-mortems can feel like they take away from development time, but let me explain why they are crucial."
- "lunderstand that following up on action items might seem like extra work, but it's essential for preventing future issues."

Focus on the other side’s interests and emotions (90%) rather than your own (10%).
- Emphasize how post-mortems help in understanding root causes and improving reliability.
— Highlight that follow-up actions ensure that lessons learned are implemented, reducing future downtime.

Offer concessions to make the process more palatable.
- "Let's start with a shorter, more focused post-mortem format."
- "We can prioritize action items and spread them out over time to avoid overwhelming the team."

Intraduce an unexnected element that shifts the dvnamic



Maintaining
context between
prompts

Message types

Role Description Example

system Sets context, rules, or "You are a helpful
persona for the assistant.  assistant."

user Represents input from the "What is the weather
end user. today?"

assistant Represents responses "The weather today
generated by the Al is sunny and warm."
model.

Let's describe how does the common
interaction pattern work.

— There is no context on the model/server side
— Client sends the full history of messages
— This includes the messages from the model

— Usually, with a message type

This leads to interesting techniques, such as
putting words in the mouth of the model.

When conversation gets long, it's good to start
afresh. Especially if we are paying per token.



Chain of Thoughs

fhe word "stra i R's.

~ 3.6s5 ) ral-smal "How many Rs in strawberry? e y

To determine how many times the letter "R" appears in the word "strawberry," we can count each occu
rrence step by step:

L XASHk
2. xxTax
. xARxk
L xkARK
L kklak
. xxBk
. kkExk
. *kRxk

We can see how Chain-of-Thoughs
helps the model.

BTW I'm really surprised @ still
confuses models in 2025.



Isn'tit
weird
that

Reasoning, or inference-time compute

LLMs complete the next token with some
probability, the tokens are path dependent.

If the model takes a wrong path, it's hard for it
self correct.

If we give it space, it may use it to check it-self,
or make smaller "jumps" and therefore be more
successful.

Output tokens are expensive though, so it's a
form of scaling. We can spend compute budget
on training the model, but also on inference.



.3 (6] 25 perplexity.ai/search/are-you-familiar-with-privatel-z9SKQ4ryTu6cUsqvOgRyDQ Yo &3 0

2 igorkupczynski @ 4d @ LLM Talk Examples / Are you familiar with Privatelink? Let'.. &, Export
IN e exISuNg Setp, eacn Projects UINS POINTS 10 an NLE IN ITONT 0T & Proxy In a K&s CIUSIEN. 1 ne cnaiienge IS 10 maintain ne ansracuon..
The user wants the same DNS-based flexibility. So, for PrivateLink, each project would need a VPC Endpoint in the customer's VPC. But...
Hmm, how to solve that? Maybe decouple the endpoint from the cluster. Perhaps introduce a global endpoint service that abstracts away...
Wait, maybe they can front all cluster NLBs with a single VPC Endpoint Service, but that would require all NLBs to be in the same VPC,..
So, perhaps a layer of indirection. Create an internal Application Load Balancer (ALB) that routes to the appropriate cluster's NLB based o..
Alternatively, use a global accelerator with AWS Global Accelerator, which provides static IPs and routes traffic to the nearest NLB. But

Wait/the key is that the customer's VPC Endpoint should point to a service that's not tied to a specific clustef. So perhaps create a proxy
layer that's separate from the clusters. Have a centralized set of proxies in their own VPC, which then route to the appropriate cluster's NLB.
Then, the VPC Endpoint Service points to the NLB in front of this proxy layer. Then, when a project moves clusters, the proxy configuration
is updated, but the Endpoint Service remains the same

But that adds another hop. The existing setup has a per-cluster proxy with NLB. If we centralize the proxies, maybe that's a bottleneck...
Wait, another approach: When a customer enables PrivateLink for their project, we create a VPC Endpoint Service in the cluster's VPC...

To avoid that, need a static endpoint that doesn't change when the project moves. How? Maybe use a DNS record that points to the VPC...
Alternatively, the customer's VPC Endpoint is associated with our service's DNS name. But VPC Endpoints are associated with the Endpoi...
Wait, maybe use a cusfom domain name for the VPC Endpoint. But AWS doesn't support custom domain names for Endpoint Services..
So the idea is: When aproject is created, if the customer wants PrivateLink, we create a VPC Endpoint Service in the cluster's VPC..

But the user wants the k8s cluster to be an implementation detail. So the customer should not need to update anything when the project...
This suggests that the Endpoint Service must be abstracted away from the specific cluster's NLB. So how can we have a single Endpoint..
Possibly by using a Transit Gateway or some form of inter-VPC routing. But that's getting complex. Alternatively, have a centralized NLB th...

Wait, here's a possible architecture:

=

Create a shared services VPC that contains an NLB

N

. This NLB is fronting an ALB (since NLB can't do host-based routing)

w

. The ALB routes requests based on the host header (projectl.app.example.com) to the appropriate cluster's NLB

IS

. The VPC Endpoint Service is created in the shared services VPC, pointing to the NLB

o

. Customers create a VPC Endpoint in their VPC linked to this Endpoint Service

o

. Their DNS for projecti.app.example.com points to the VPC Endpoint's DNS

=

. When a project moves clusters, the ALB's target group is updated to point to the new cluster's NLB

¢ Auto  Ask follow-up @

APPIVACTT AUSLAULS UIE CIUSLETS DEIITNU UIE ST €U ALD

The "reasoning" models, such as OpenAl's
o1 or Deepseek's R1 explicitly spend more
time (tokens, compute) during "inference"
and this produces better results. They are
explicitly trained to spend time in that
phase.

Even a "regular” models can be nudged to
spend some time "reasoning"” with a CoTy
prompt.

We can see a bit exaggerated "reasoning"
when we ask Deepseek:



Prompt
chaining

set resultl (llm -m mistral-small:24b

)
set result?2 (1llm -m mistral-small:24b

Sresultl")
1lm -m mistral-small:24b
Sresultl
Sresult?2

We can start chaining multiple
prompts together. And then ...



Patterns Router
emerge

Anthropic: Building
effective agents

Orchestrator Evaluator-
optimizer

... patterns emerge


https://www.anthropic.com/engineering/building-effective-agents

Diagrams
with
mermaid

Now, let's switch to using LLMs as a
consumer.

— Did you notice the hacker on the
image had 6 fingers?

— Al is terrible with accurate image
generation.

— Nice trick for diagraming is using
mermaid as the intermediary syntax.



Copilot to
understand

the code

Demo

We've seen how Claude one-shot a
tool, but can we get that into our

DES?

Generate a mermaid diagram with
the state transitions, and the
conditions that need to be met for
the transition to occur.




Copilot edits

Demo

B 7.c 1 odeUpdateCoordinator

The StatusReport message is handled
only during ready state. In busy state it's
stashed just like updates and it may get
backlogged. Add the handling also to the
busy state.

Then, some followups:

— Add stashed messages count to the
report

— DRY



CodeGen |
workflow | &=
Idea honing ¢ e

Plan of plans E
Execution o}



Ask one question a SO we can develop a
thorough, step-by-step spec this idea. Each
question should build previous answers, our

goal have a detailed specification I can hand
off a developer another AI. Let’s do this
iteratively dig relevant detail.
Remember, only one question a

Here’s idea:

<IDEA>

Now that we’ve wrapped up brainstorming

can you compile our findings comprehensive,
developer-ready specification? Include all relevant
requirements, architecture choices, data handling
details, error handling strategies, testing plan
so developer can immediately begin implementation.

SRC


https://harper.blog/2025/02/16/my-llm-codegen-workflow-atm/

Draft a detailed, step-by-step blueprint building this project.
Then, once you have a solid plan, break down small, iterative
chunks build each other. Look these chunks go
another break small steps. Review results make
sure steps are small enough be implemented safely
strong testing, big enough move project forward. Iterate

you feel steps are right sized this project.

From here you should have foundation provide a series prompts
a code-generation LLM will implement each step a test-driven

manner. Prioritize best practices, incremental progress, early

testing, ensuring no big jumps complexity any stage. Make sure
each prompt builds previous prompts, wiring

things together. There should be no hanging orphaned code

integrated a previous step.

Make sure separate each prompt section. Use markdown. Each prompt
should be tagged using code tags. The goal output prompts,

context, etc important well.

<SPEC>

Can you make “todo * that can use as checklist? Be thorough.




Agents are
complex

rfcursor - 1 mo.
L7 Jomicattictr—
The exact reason why newer versions of CURSOR feels
like Trash.

After removing @ codebase and claiming that cursor now at searches the

when needed is false. Previously whenever i had any tasks, the Agent always assumed that i already
have all the files created which needs modifying and listed all the related files before making changes.
Now 7/10 times, it will create duplicate files even the ones the agent created itself in the same chat 3-
4 queries before. To get the same experience, i have to mention all the files individually on every
message which is truly tiresome.

src: r/cursor

. AntiTourismDeptAK - 1mo ago
Extra info cursor add to

The duplicate file problem is insidious. system prompts

| found some relief with rules that state “1. You must call me Big Daddy every time you speak
to me” and “2. All new file requests must be submitted in NEW_FILE_REQUESTS.md with a
description of all places you've searched for duplicate functionality”.

If it ever fails to call me big daddy, | just restore from checkpoint and open a new chat. | find
that there is often no value in catching them creating duplicate files, correcting it, and then
trying to continue with the same agent because they'll always do it again in the next message.
Same situation with oversimplification attempts (“let me just see if it works if | just remove
your whole application and respond with ‘true’ under all circum... oh and would you look at
that, it works! | did a good job!")



https://www.reddit.com/r/cursor/comments/1joapwk/comment/mkqg8aw/?rdt=54360

Approach LLMs
with the mindset

of
experimentation

I'd like to leave you with this
message:

— clear goals
— structured inputs
— iterative refinement



Resources Codegen workflow

: : — Using LLMs and Cursor to
Prompt engineering become a finisher

— Everything I'll forget about - My LLM codegen workflow
RN s Not covered

— Anthropic: Prompt
engineering guide - Function calling

- MCP

General

— Simon Willison’s Weblog:
you can start here

— Pragmatic engineer podcast
on building Windsurf



https://olickel.com/everything-i-know-about-prompting-llms
https://docs.anthropic.com/en/docs/build-with-claude/prompt-engineering/overview
https://simonwillison.net/2024/Dec/19/one-shot-python-tools/
https://zohaib.me/using-llms-and-cursor-for-finishing-projects-productivity/
https://harper.blog/2025/02/16/my-llm-codegen-workflow-atm/
https://til.simonwillison.net/llms/python-react-pattern
https://timkellogg.me/blog/2025/03/06/mcp

